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SECTION — A
Answer ALL the following questions (10 x 2 = 20 marks

Give an example for a multiple decision problem.

Define a Bayes decision rule.

Give an example of an invariant decision problem.

What is a randomized test?

Define power function of a test.

Define an unbiased test.

Define similar test.

State the correspondence between Acceptance ReandriSonfidence Sets.
Give a testing situation where both ‘Unbiasednass “Invariance’ principles
lead to the same optimum procedures.

10. State the test statistic for testing hypothesisiabie variance of a normal
population under the Likelihood Ratio criterion.
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SECTION — B
Answer any FIVE of the following questions (5x 818 mark3

11.For the two decision problem with: d1®, and d: 60101 and with loss function
L(B, dy) =afor61®4, 0 foro1®, and L, dy) =b for 616G, 0 for810;, show
that every minimax procedure is unbiased.

12.Let X = (Xy, . ., %) and suppose one wishes to test H: X060, . . % —0)
versus K: X ~ f(x1 —9, . . % —0). Obtain UMPIT under location transformations.

13.Using a random sample from U(f),derive UMPT for H > 6, versus K9 < 0.

14.Let X have distribution B.>» and T be a sufficient statistic for. Show that a
necessary and sufficient condition for all simtkests to have Neyman structure is
that the family. ~' of distributions of T is boundedly complete.

15. Obtain the UMPUT for Ho = 6, versus Ko # 6, in the case of normal
distribution with known mean and deduce the ‘sideditions’ that are required to
be satisfied.

16.1f X ~B(m, p) and Y ~ B(n, p) and are independent, derive UMPUT for
H: pp1< p2 versus K: p> p,.




17.1f A denotes the likelihood ratio for testing a simpypothesis H based on a
random sample from a distribution, derive the asytinpdistribution ofa under
H by stating the required assumptions.

18.Obtain the Likelihood Ratio Test for equality of ams of ‘k’ normal populations
with a common variance.

SECTION - C
Answer any TWO of the following questions (2x 20 & rharks

19.(a) Let X ~ B with MLR in T(x). Obtain the form of UMPT for Hi< 6, versus
K: 6 > 8o. Show that its power functigiy(0) is strictly increasing for abl for
which 0 <B,(6) < 1. Apply this to obtain UMPT for one-parametgponential

family.
(b) Derive UMP test for one-sided hypotheses conogrthe parameter of a
Poisson Process under ‘Inverse Poisson Sampling’. (14+6)

20.Letfq, fy, . . .,fms1 e real-valueg-integrable functions and leg, oy, . . .,am be
given constants. Let ={¢ |[¢ fidu=a;,i=1, 2, ..., m}be aclass of critical
functions. Establish the existence of a criticaidtion in ", sufficient condition
and necessary condition on the form of the critigattion in” for maximization

of [ ¢ fmar du.

21.(a) Discuss UMPUT for HO = 6 versus K9 # 6o wheref is a single interesting
parameter in a multiparameter exponentiallfam
(b) Obtain UMPUT for testing the independeantattributes in a 2 x 2
contingency table. (8+12)

22.Based on independent samplas X, X, from N (u3, 0:%) and Y4, . . ., Y, from
N(u2, 02°), consider the problem of testing & /o1 < Ao versus Kio,* /o1% > Ao.
Obtain (a) UMPUT and (b) UMPIT under a suitableugr@f transformations; and
show that they coincide. (10+10)
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